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bayesoptbook.com



(Semi-) Joking advice: 
Don’t write a book...
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Book timeline... 
(4 authors, January 2013)



Expected Improvement 
with Noise
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Simple Recipe for
Bayesian Experimental Design
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Step 1: build a model of (noisy) observations (x, y)

● latent function model, p(f) e.g., GP
● observation model, p(y | x, ϕ), ϕ = f(x) e.g., Gaussian noise



Simple Recipe for
Bayesian Experimental Design
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Step 2: choose a utility function u(D), D = {(x, y)} 



Simple Recipe for
Bayesian Experimental Design
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Step 3: give up on the optimal policy 



Simple Recipe for
Bayesian Experimental Design
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Step 4: derive a policy via one-step lookahead (greedily 
maximize one-step expected gain in utility D → D’) 

(...nothing to see here...)



Simple Recipe for
Bayesian Experimental Design
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Step 4: derive a policy via one-step lookahead

(wrt noisy observation y! consequence: 
in general, penalizes high noise)



Prevalent in BayesOpt!
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Utility

simple reward

global simple reward

information gain

Policy

expected improvement

knowledge gradient

mutual information (aka entropy search)



Noiseless expected improvement
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utility (best seen value):

u(D) = ϕ* = max f

marginal gain:

max(ϕ - ϕ*, 0)

expected utility easy to 
compute, has nice 
properties, etc. 



Noiseless expected improvement
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utility (best seen value):

u(D) = ϕ* = max f

marginal gain:

max(ϕ - ϕ*, 0)

expected utility easy to 
compute, has nice 
properties, etc. 



Noiseless expected improvement
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expected utility easy to 
compute, has nice 
properties, etc. 

very tempting to start 
here and try to “fix” 
this!



“Fixing” the expected utility
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● plug-in estimators: use noiseless EI with “guess” of max f
● expectation of EI

with respect to f

(Letham, et al. 2019)



Let’s start with utility!
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idea: consider gathering data to support a 
recommendation after optimization

action space: visited locations x

utility: risk-neutral

optimal recommendation:

maximum of posterior mean on x = u(D)



The noisy setting: Utility
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maximum of posterior mean on x = u(D)

● compatible with noiseless EI! 
● compatible with knowledge gradient! 

(just a different action space)



The difficulty
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maximum of posterior mean can be anywhere!

local reasoning of just f(x), y not enough!



The fix (Frazier, et al. 2009)
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posterior mean update is linear in observed value



The fix (Frazier, et al. 2009)
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can compute piecewise linear update to max in O(n2 log n) 



The fix (Frazier, et al. 2009)
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sums of standard normal CDFs, PDFs as before



The result
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● handles hetereoskedastic noise automatically / correctly
● handles correlations in / global nature of posterior mean 
● noiseless EI special case
● closed form



Alternative approaches
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Why?
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● ignores correlations in posterior mean update
● assumption of exact observations in expectation does not 

match true observation model 
● (but honestly this is all fine for highish SNR)



Marginalizing 
Hyperparameters in Policy
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Marginalizing hyperparameters
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Standard approach
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Let utility u(D; θ) depend on θ and integrate the 
hyperprameter-conditional acquisition function against the 
hyperparameter posterior



Standard approach
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Let utility u(D; θ) depend on θ and integrate the 
hyperprameter-conditional acquisition function against the 
hyperparameter posterior

blind to uncertainty in θ!



Standard approach
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Let utility u(D; θ) depend on θ and integrate the 
hyperprameter-conditional acquisition function against the 
hyperparameter posterior

blind to uncertainty in θ!



Alternative approach
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Define utility with respect to marginal model from the beginning!

E.g., for EI or KG, use θ marginal posterior mean (for a terminal 
recommendation we’d be marginalizing θ, right?)



Example

31

● function is f(x) = x or f(x) = -x
● knowledge gradient
● for standard approach, 

acquisition function is flat! 
(maximum of θ-conditional 
posterior mean always equal)

● for alternative approach, get 
sensible answers (prefer 
sampling on boundary)



History of BayesOpt
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Who first proposed the following 
policies?

33

probability of improvement?

expected improvement?

upper confidence bound?

knowledge gradient?



What I thought...
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probability of improvement?

expected improvement?

upper confidence bound?

knowledge gradient?

Harold Kushner, 1964

Jonas Mockus, 1972

Cox and John, 1998

Frazier, et al., 2009



I was wrong!
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probability of improvement?

expected improvement?

upper confidence bound?

knowledge gradient?

Harold Kushner, 1964

Jonas Mockus, 1972

Cox and John, 1998

Frazier, et al. 2009



Okay we can agree on this right? (1964)
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Surprise twist!
(Kushner, 1962)
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Objective Model
(Kushner, 1962)
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● Wiener process prior
● additive Gaussian noise



Policy desiderata (Kushner, 1962)
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● sample densely



Policy desiderata (Kushner, 1962)
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● sample densely
● explore more at the beginning of search



Policy desiderata (Kushner, 1962)
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● sample densely
● explore more at the beginning of search
● exploit more at end of search



Policies (Kushner, 1962)
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Policy B: probability of improvement (will see again)



Policies (Kushner, 1962)
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Policy A: upper confidence bound!



As far as I can tell...

44

upper confidence bound?

probability of improvement?

expected improvement?

knowledge gradient?

Harold Kushner, 1962

Harold Kushner, 1964 1962



Further Development (Kushner, 1964)
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● same model
● probability of improvement
● (what happened to UCB?)



Very thoughtful! (Kushner, 1964)
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● very practical
● computational notes
● careful scheduling of 

improvement 
thresholds



Very thoughtful! (Kushner, 1964)
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● very practical
● computational notes
● scheduling of 

improvement 
thresholds

● handling noise



Aside: Gauss-Markov models

Wiener process (Kushner) OU process (Šaltyanis)



Okay but this is EI right? (Mockus 1972)



Nope, knowledge gradient! lol
(Mockus 1972)



Equivalent to EI for G-M

Maximum of posterior mean occurs at observation location... 



As far as I can tell...
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upper confidence bound?

probability of improvement?

expected improvement?

knowledge gradient?

Harold Kushner, 1962

Harold Kushner, 1964 1962

Jonas Mockus, 1972



What about EI? (Šaltyanis, 1971)



Expected Improvement
(Šaltyanis, 1971)

● OU process prior on objective 
function

● experiments in up to 32 dimensions!
● very familiar comparison to random 

search...



As far as I can tell...
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upper confidence bound?

probability of improvement?

expected improvement?

knowledge gradient?

Harold Kushner, 1962

Harold Kushner, 1964 1962

Šaltyanis, 1971

Jonas Mockus, 1972



Thank you!
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